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Resumen

La poblacién mundial de adultos mayores se duplicard en el afio 2050, lo que plantea desafios en seguridad y calidad de vida,
especialmente en entornos cerrados. En respuesta a esta necesidad, se han desarrollado sistemas de monitoreo enfocados en areas
como la identificacion de patrones de comportamiento anormales, la prevencion de caidas y la localizacién en interiores. Por este
motivo, esta investigacion presenta un sistema de vision por computadora para la deteccién automdtica de adultos mayores que
involucra (a) un modelo preentrenado, el cual se especializa empleando la técnica de transferencia de aprendizaje en combinacién
con un conjunto de datos personalizado, y (b) se implementa un algoritmo de estimacién de primer orden para la prediccién del
recorrido de la persona dentro del campo de visioén a lo largo del tiempo. El enfoque en este trabajo contribuye a las soluciones
tecnoldgicas que tienen como objetivo aportar al bienestar de los adultos mayores para mejorar su seguridad y calidad de vida.

Palabras Clave:
Transferencia de Aprendizaje, Vision por Computadora, Seguimiento de objetos, Seguimiento de trayectorias.

Abstract

The global population of older adults will double by 2050, posing challenges in terms of safety and quality of life, especially
in indoor environments. In response to this need, monitoring systems have been developed that focus on areas such as identifying
abnormal behavior patterns, preventing falls, and indoor localization. For this reason, this research presents a computer vision
system for the automatic detection of older adults, which involves (a) a pre-trained model, further specialized using transfer learning
with a customized dataset, and (b) a first-order trajectory estimation algorithm that predicts the person’s path within the field of view
over time. This approach contributes to technological solutions aimed at improving the well-being of older adults by enhancing their
safety and quality of life.

Keywords:
Transfer learning, Computer vision, Object tracking, Trajectory tracking.

1. Introduccion torno seguro, facilitando su autonomia y evitando riesgos fisi-

cos (Vélez et al., 2024).

De acuerdo con informes de la Organizacién Mundial de
la Salud (OMS), se estima que en el afio 2050, la poblacién
mundial de adultos mayores experimentard un incremento sig-
nificativo, duplicdndose respecto a los niveles actuales (OMS,
2015; 2024). En el presente, el crecimiento sostenido de este
grupo etario plantea retos cruciales en referencia a su cuidado
(monitoreo de la salud, asistencia médica y promocién de la
autonomia). Ante esta realidad, surge la necesidad de desarro-
llar herramientas tecnolégicas que permitan garantizar un en-
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A través del uso de técnicas avanzadas para el seguimiento
de personas, se han logrado avances considerables en aplica-
ciones como la videovigilancia (Nayak et al., 2020; Deepthi,
2025). No obstante, la mayoria de las investigaciones se han
enfocado en entornos abiertos, como calles y pasillos. Sin em-
bargo, el cuidado de los adultos mayores en espacios cerrados
(dormitorios, cocinas, bafios y salas de estar) es fundamental,
ya que estos son los lugares donde suelen pasar la mayor parte
del tiempo (Chifu ez al., 2022).
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En consecuencia, la capacidad de implementar sistemas
precisos y eficientes en interiores adquiere una gran relevan-
cia al mejorar su calidad de vida, incrementando su seguridad y
facilitando una supervision continua (Sawik et al., 2023; Geor-
goulas et al., 2014; Giittler et al., 2014; Vélez et al., 2024).

Por ello, en esta investigacion se presenta un sistema de vi-
sién por computadora para la deteccidon automatica de adultos
mayores, que involucra un modelo preentrenado (YOLOV8s)
el cual se especializa por medio de la técnica de transferencia
de aprendizaje (transfer learning, TL) y un conjunto de datos
propio enfocado en personas de la tercera edad. El modelo se
entrena con imdgenes reales de adultos mayores en entornos
abiertos y cerrados realizando multiples actividades que refle-
jan sus rutianas diarias. Una vez que se detecta a la persona
mayor, se implementa un algoritmo de estimacién de trayecto-
ria para realizar la prediccion del recorrido de la persona dentro
del campo de vision a lo largo del tiempo. Asi, el sistema pa-
ra el seguimiento de adultos mayores sienta las bases para su
eventual integracion en aplicaciones de mayor complejidad.

El contenido de este articulo se estructura de la siguiente
manera: en la seccién 2 se revisan trabajos relacionados con
el tema central de esta investigacion y se analiza cémo ha si-
do abordada esta problemadtica por distintos autores. En la sec-
cion 3 se detallan los pasos para la obtencién del conjunto de
datos AM-2025, desde la recopilacién de las imagenes, las ano-
taciones y el preprocesamiento de las mismas; asi como la apli-
cacion de la transferencia de aprendizaje y el disefio del algorit-
mo de seguimiento. En la seccidn 4 se presentan los resultados
obtenidos por el modelo especializado en la deteccion de adul-
tos mayores y las pruebas realizadas con el algoritmo de esti-
macion de la trayectoria. Finalmente, en la seccién 5 se realiza
la interpretacion de los resultados presentados y se abordan las
conclusiones de esta investigacion.

2. Trabajos relacionados

2.1. Monitoreo de adultos mayores

El monitoreo de adultos mayores (elderly monitoring) abar-
ca un conjunto de tecnologias y sistemas disefiados para apoyar
a su supervision, seguridad y calidad de vida. En (Kim e al.,
2022) se realiza una clasificacién de estas tecnologias en seis
funciones principales, las cuales se describen a continuacién.

= Actividades diarias: monitoreo de actividades cotidianas
tales como dormir o cocinar.

= Comportamientos anormales: identificacion de activida-
des funcionales, psicoldgicas y sociales irregulares, tales
como movimientos inesperados o patrones de comporta-
miento fuera de lo comun.

= Deterioro cognitivo: deteccién de problemas cognitivos
mediante el andlisis de actividades diarias y patrones de
comportamiento.

= Cafdas: identificacién de caidas mediante tecnologias ba-
sadas en vision (camaras) y no basadas en visién (senso-
res de presion, radar).

= Localizacién de personas en interiores: seguimiento en
tiempo real de la ubicacién de los usuarios dentro del ho-
gar.

= Calidad del suefio: evaluacion y prediccion de la calidad
del suefio mediante datos de comportamiento.

A su vez, se identifican 16 tipos de tecnologias de senso-
res, destacando principalmente los de movimiento, de contacto
y las cdmaras de profundidad. Estos dispositivos se instalan en
ubicaciones especificas del hogar, como techos, paredes, mue-
bles y electrodomésticos, con el fin de recopilar datos sobre las
actividades y el comportamiento de los adultos mayores.

Ademads, en (Nguyen et al., 2024) se destaca la importan-
cia de implementar sistemas no invasivos centrados en tecno-
logfas como cdmaras, sefiales Wi-Fi, sensores inerciales (IMU)
y técnicas de fusién de datos para el seguimiento de actividades
y localizacién de personas mayores, especialmente en hogares
inteligentes o residencias asistidas.

En este ambito, se han desarrollado soluciones para detec-
tar patrones de actividad, caidas e inactividad prolongada. Por
ejemplo, para monitorear la rutina diaria de personas mayores
en (Fuentes et al., 2021) se propone un sistema basado en dis-
positivos IoT y en (Ahmed y Abdulrazak, 2021) se presenta un
sistema que emplea sensores térmicos, mientras que en (Zin et
al., 2021) se utiliza visién por computadora para detectar caidas
o anomalfas en la movilidad.

2.2.  Localizacion en interiores

Un aspecto fundamental del monitoreo de personas mayo-
res es la localizacidén en interiores (indoor localization), este
término ha sido objeto de andlisis en diversos estudios, dado
que permite identificar si la persona se encuentra en una zona
de riesgo, como cerca de escaleras o espacios con condiciones
peligrosas, y facilita la localizacién en situaciones de emergen-
cia. En este sentido, en (Karkar ef al., 2021) se presenté6 Cam-
Nav, un sistema de navegacion en interiores basado en vision
por computadora que utiliza caracteristicas de patrones binarios
locales multiescalares (MSLBP) para mejorar la precision en el
reconocimiento de lugares. En contraste, en (Chen, 2022) se usa
tecnologia Beacon para monitorear la seguridad de los adultos
mayores en casa, con cdmaras que detectan el uso de electro-
domésticos de alto riesgo y alertan a los cuidadores. Por otro
lado, en (Chen et al., 2022) se propone un sistema de prime-
ros auxilios que combina deteccion de caidas mediante vision y
enrutamiento de rescate a partir de modelos de informacién de
construccién (BIM). En (Lee et al., 2024), se desarrolla un sis-
tema que emplea etiquetas Bluetooth, sensores de techo y andli-
sis de Big Data para rastrear en tiempo real los movimientos de
residentes, personal y visitantes en residencias geriatricas. Fi-
nalmente, en (Mane et al., 2025) se presenta un enfoque que in-
tegra segmentacion de imdgenes, extraccion de caracteristicas
posturales, seguimiento del fluyjo de movimiento y algoritmos
de clasificacion para distinguir entre eventos criticos y situacio-
nes no peligrosas para personas de la tercera edad.

2.3.  Seguimiento de objetos/personas

Por otro lado, el seguimiento de objetos (object tracking)
lleva el monitoreo un paso mds alld. Esta tecnologia, basada
en cadmaras inteligentes equipadas con visién por computadora
y algoritmos de procesamiento de imagenes, permite seguir de
manera continua y en tiempo real el movimiento de la persona a
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medida que se desplaza por un espacio. A diferencia de la loca-
lizacién en interiores, que solo identifica la ubicacién estdtica,
el seguimiento de objetos proporciona una visiéon dindmica y
detallada del recorrido de la persona, desde un punto A hasta
un punto B, registrando su trayectoria y patrones de movimien-
to.

A lo largo de los afios, diversos enfoques se han propuesto
para afrontar los desafios en el &mbito de la visién por compu-
tadora (Yilmaz et al., 2006). En (Kim y Sim, 2010) se analiza
el seguimiento de objetos especificos en entornos con multi-
ples objetos en movimiento, utilizando secuencias de video pa-
ra identificar y rastrear el objetivo en cada cuadro. Este enfo-
que, parte de la generacién de imédgenes diferenciales median-
te técnicas de seguimiento por regiones y emplea el filtro de
particulas, logrando asi un seguimiento robusto y preciso, in-
cluso en escenarios complejos donde coexisten miiltiples obje-
tivos.

Por otra parte, en (Kim y Kweon, 2011) se aborda el desafio
de la deteccién y el seguimiento de objetos mediante cimaras
en movimiento, integrando técnicas basadas en homografia con
el algoritmo de impulso de linea (online-boosting). Este méto-
do combina la extraccién de caracteristicas con algoritmos ro-
bustos, como KLT y RANSAC, para calcular la homografia y
ajustar el seguimiento a condiciones dindmicas.

Otro enfoque relevante es el presentado en (Keivani et al.,
2017), donde se utiliza un algoritmo K-means modificado para
la deteccién de multiples objetos en movimiento en tiempo real.
Este método opera de forma eficiente sin requerir informacién
previa sobre el niimero de objetos en movimiento, adaptandose
a escenarios dindmicos caracterizados por cambios en la ilumi-
nacion o trayectorias no lineales.

A su vez, el trabajo de (Lychkov et al., 2018) se destaca por
las mejoras en la técnica del flujo dptico disperso, que permite
un seguimiento mas preciso en tiempo real mediante la regene-
racion automadtica de puntos caracteristicos perdidos. Esta inno-
vacion resulta clave en situaciones donde los objetos enfrentan
oclusiones, rotaciones o cambios de escala, incrementando la
versatilidad del sistema.

En conjunto, estos trabajos reflejan la diversidad de enfo-
ques en el dmbito de la visién por computadora, pero también
evidencian limitaciones y desafios por resolver, como la inte-
gracion de estas técnicas en entornos cerrados o su aplicacion
especifica al seguimiento de personas, particularmente adultos
mayores.

En conclusion, el sistema propuesto en este trabajo se sitda
en la interseccion de técnicas de seguimiento de objetos, méto-
dos de localizacion en interiores y aplicaciones de monitoreo de
adultos mayores. Si bien no ofrece una localizaciéon completa
ni analiza el movimiento corporal detalladamente, permite ob-
tener informacidn relevante sobre la ubicacién de una persona
mayor dentro de un espacio controlado mediante una solucién
no intrusiva y facilmente escalable.

3. Metodologia

3.1. Modelo especializado

El modelo especializado en la deteccién y clasificacion de
adultos mayores se obtuvo mediante un proceso de cinco eta-
pas, representado en la Figura 1. En esta seccion, se presentan

de manera detallada el método de recoleccion de datos, las ano-
taciones, las estrategias de preprocesamiento, el proceso de en-
trenamiento del modelo y los métodos de validacion aplicados
para medir el desempefio del sistema.

Dominio de origen

- -

Aumento de

Modelo pre-
3 PR
- entrenado
Division L J
delos p 4 Dominio objetivo
datos _ | Transferencia
5
de aprendizaje

Adultos mayores

Ajuste de tamaiio

o . . Analisis
A i Pi i Entrenamiento
Prepr de los resultados

de los datos

Figura 1: Flujo de trabajo para obtencién y prueba de un mode-
lo especializado.

3.1.1.

La creacién de un conjunto de datos especializado repre-
senté un factor determinante para el proyecto, lo que permi-
ti6 el ajuste del modelo preentrenado (YOLOVS8s) para la tarea
de deteccién de adultos mayores. Durante esta etapa, se realizé
una busqueda de recursos en linea (por ejemplo: Pexels, Uns-
plash y Pixabay) con el fin de obtener imagenes adecuadas para
el entrenamiento del modelo. Se seleccionaron imdgenes que
contenian a los adultos mayores en diferentes entornos, poses
y condiciones de iluminacion para asegurar diversidad y repre-
sentatividad.

Recopilacion de los datos

En esta fase, los desafios principales fueron:

= La escasez de datos en una unica fuente, lo que motivé la
integracién de imagenes de multiples origenes.

= El limitado material relacionado con adultos mayores.

En consecuencia, el conjunto de datos fue integrado por
2,418 imagenes de adultos mayores (60+ afios) realizando ac-
tividades cotidianas como: caminar, correr, sentarse y estar de
pie (ver Figura 2), donde predominaron las perspectivas parcia-
les (tomas de un tercio o dos tercios del perfil).

N ; \l . |

Figura 2: Ejemlos de imdgenes recopiladas de adultos mayo-
res. Recuperado de (iStock, nd).
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3.1.2. Anotaciones del conjunto de datos

El proceso de anotacidn se llevé a cabo utilizando cuadros
delimitadores (bounding boxes) generados manualmente me-
diante la herramienta LabelMe (Russell et al., 2008; Sager et
al., 2021), en formato COCO'. Cada anotacién incluyé: (1) las
coordenadas de los vértices y (2) la etiqueta de la clase corres-
pondiente (““0” para hombres y “1” para mujeres). Los datos se
almacenaron en un formato JSON. Como resultado, se obtuvo
una distribucion de 1,210 etiquetas para cada clase (ver Figu-
ra 3).

Distribucion de adultos mayores
1210 1210

1200 4

1000 4

800 4

600 4

Cantidad

400 4

2009

> &

&
K

“

Género
Figura 3: Distribucién del conjunto de datos de adultos mayo-
res.

3.1.3.  Preprocesamiento

Durante la etapa de preprocesamiento, se aplicaron técnicas
de aumento de datos con el fin de incrementar la variabilidad del
conjunto antes del entrenamiento, mediante la incorporacién de
imagenes adicionales (negativas y con contexto) y transforma-
ciones (geométricas y de color). Ademas, con el objetivo de
asegurar que los datos cumplieran con los requisitos necesarios
para su integracion con el modelo preentrenado, se realiz6 un
redimensionamiento de las imadgenes. Finalmente, se hizo la di-
visién del conjunto de datos, lo que permitié entrenar, ajustar y
evaluar el modelo de forma controlada, favoreciendo la genera-
lizacién y evitando el sobreajuste.

Figura 4: Ejemplos de imdgenes utilizadas en el conjunto de da-
tos AM-2025.

Aumento de datos. Inicialmente, por cada imagen del conjunto
de datos (Figura 4(a)) se extrajo una subimagen correspondien-
te a la regién de interés (ROI) (ver Figura 4(b) y 4(c)) defini-
da por los cuadros delimitadores (ver seccion 3.1.2). Posterior-

Recuperado de https://cocodataset .org/#format-data

mente, se aplicaron transformaciones geométricas y de color
(ruido gausiono, cambios de tono, ajustes de brillo, desenfo-
que, rotacion, escalado, traslacién y reflejos) en cada una de
las subimédgenes para obtener nueve variantes de cada una, ver
Figura 5.

Figura 5: Transformaciones de color y geométricas.

Finalmente, se afiadieron imagenes contextualizadas y ne-
gativas (brackground). Esta incorporacion fue clave, ya que el
modelo con el conjunto de prueba sélo detectaba la clase de in-
terés pero no su ubicacién dentro de la imagen. Como resulta-
do, el conjunto de datos quedé integrado por 28,807 imdgenes
RGB distribuidas en tres categorias: (a) adultos mayores con
contexto, (b)(c) adultos mayores sin contexto e (d) imagenes
negativas.

Ajuste de tamario. A continuacién, se normalizaron las dimen-
siones de las imagenes. Para esto, se hizo uso de: (1) relleno
(padding) para mantener la relacién de aspecto original y (2) un
redimensionamiento de 640x 640 px para disminuir el consumo
de recursos computacionales durante el entrenamiento. Al con-
junto de datos se le denominé AM-2025 en referencia al grupo
etario y al afio de creacidn.

Division del conjunto de datos. Por dltimo, se empled una par-
ticién tipo hold-out para separar los datos en conjuntos de en-
trenamiento (70 %), validacion (15 %) y prueba (15 %), ver Ta-
bla 1.

Tabla 1: Distribuciéon de AM-2025.

Con contexto
2209

Sin contexto

24180

Brackground
2418

3.1.4. Entrenamiento

La etapa de entrenamiento mostrada en la Figura 6 amplia
la visién general presentada en la Figura 1, al detallar las fases
para la obtencién de un modelo especializado aplicando trans-
ferencia de aprendizaje.

@ Eleccién de un modelo preentrenado.
@ Obtencion de un conjunto de datos especializado.
® Adaptacion del modelo con TL.


https://cocodataset.org/#format-data
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El TL se implementa cuando se dispone de una cantidad
limitada de datos (Ramdan et al. (2020)), ya que permite reuti-
lizar la informacién contenida en modelos preentrenados con
datos genéricos mds cuantiosos. Para ello, se entrena una red
base y se reutilizan sus primeras capas en la arquitectura de la
red de destino. Posteriormente, las capas restantes de la red de
destino se inicializan aleatoriamente y se ajustan para adaptarse
a la tarea especifica (Yosinski ef al. (2014)).

COCO
YOLO
Técnica de TL
Modelo
1 YOLOvSs 2 especializado

AM-2025

Figura 6: Fases en la transferencia de aprendizaje.

Para implementar la técnica de transferencia de aprendiza-
je utilizando el conjunto de datos AM-2025, se seleccioné la
arquitectura de YOLO (Redmon et al., 2016), utilizada en ta-
reas de deteccion de objetos (Terven et al., 2023). El modelo
YOLOvS8s (Jocher et al., 2023) entrenado con el conjunto de
datos COCO (Lin et al., 2014) fue adaptado utilizando los hi-
perpardmetros detallados en la Tabla 2.

Tabla 2: Hiperparametros para el entrenamiento.

Parametro Descripcion

Inicial (1Ir0): 0.01, Final (Irf): 0.1

Learning rate

Batch size 16 muestras por lote
Epocas 50 iteraciones completas
Optimizador SGD con momentum (0.937)

Funcién de pérdida  Loss;pr = LoSScis + LOSSpox + LOSSopj

Con los recursos computacionales descritos en la Tabla 3,
el proceso de entrenamiento se completé en 9.35 h.

Tabla 3: Recursos computacionales.

Componente

Hardware  GPU  NVIDIA GeForce RTX 4070
ardware — 12th Gen Intel(R) Core(TM) i7 (2.3GHz)

CPU
Sistema operativo  Windows 11
Python 3.10.16

Especificaciones

Ultralytics 8.3.99
Pytorch 2.0.1+cul18
LabelMe 5.4.1

- Seccién 3.1.4
Bibliotecas

OpenCV 4.11.0.8

Numpy 1.23.5 Seccién 3.2

3.2.  Estimacion de trayectorias

El objetivo principal de este trabajo es garantizar la locali-
zacidn precisa y continua de adultos mayores en cualquier posi-
cién dentro de una imagen, con el fin de facilitar su seguimiento
en espacios cerrados.

En este contexto, la prediccién de trayectorias desempefia
un papel crucial al reducir significativamente la probabilidad
de perder el objetivo durante movimientos rapidos.

La implementacién de un algoritmo propio (ver Figura 7)
proporciona un control completo sobre su disefio y optimiza-
cién, permitiendo adaptarlo de manera especifica a las necesi-
dades del proyecto. Ademés, facilita tanto el mantenimiento co-
mo la escalabilidad a medida que evolucionan los requisitos y
se integra dentro de un sistema de mayor complejidad. Aunque
algoritmos mas elaborados pueden ofrecer un mejor rendimien-
to en escenarios complejos, su desarrollo puede demandar més
tiempo y recursos computacionales.

Video Modelo especializado

I % Centroides (x.y)

Frames

Algoritmo

Prediccion de punios

Deteccion Trayectoria (real vs estimada)

Figura 7: Flujo de trabajo para la estimacién de trayectorias.

El Algoritmo 1 toma un par de puntos consecutivos y predi-
ce la ubicacién de un nuevo punto siguiendo la misma direccién
del desplazamiento entre puntos consecutivos. Esto permite ex-
tender la serie de puntos en la misma direccién en la que han
estado cambiando. Mientras que el Algoritmo 2, toma la infor-
macién generada por Algoritmo 1 y construye una trayectoria
real y una trayectoria estimada.
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Algoritmo 1 Prediccién de puntos

Entrada: Dos puntos A(x1,y1) y B(x2,y2) que definen el seg-
mento.

Salida: Un tercer punto C(x3,y3) alineado con la direccién de
la recta y a la misma distancia que AB.

1: Vector de direccion:

2. Ay =x —x;

3: Ay =Y2— Y1

4: Obtencion del punto C:
50 x3 = xp+ A,

6: y3 =yr + Ay

7. Salida: C(x3,y3)

Algoritmo 2 Trayectoria

Entrada: Lista de centroides reales centroides_r.
Salida: Lista de puntos proyectados puntos_p.
Inicializar puntos_p como una lista vacia.
2: para cada centroide en centroides_r hacer
si no es el dltimo centroide entonces

4: Obtener a como el centroide actual.
Obtener b como el siguiente centroide.
6: c_proyectado « Basado en ay b (Algoritmo 1).
Agregar c_proyectado a puntos_p.
8: fin si
fin para

4. Resultados

Esta seccion presenta los resultados en dos fases: (1) el en-
trenamiento, validacion y evaluacién del modelo especializado,
y (2) la aplicacién y evaluacién del algoritmo de estimacion de
trayectorias.

4.1. Modelo especializado

4.1.1.

En las graficas presentadas en la Figura 8, se observa la
evolucién del modelo durante el entrenamiento. Los resultados
confirman que tanto la pérdida asociada a los cuadros delimi-
tadores (bounding box loss, box_loss), como la pérdida de cla-
sificacion (classification loss, cls_loss) convergen rapidamente
hacia valores préximos a cero, lo que indica estabilidad en el
proceso de aprendizaje.

Entrenamiento

—e— results

box loss s loss 9 loss smooth

030 1 1.000 “
025 08 0.975

0.950
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\ . 0.875 L
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Figura 8: Pérdidas de entrenamiento (training loss).

4.1.2. Validacion

En la Figura 9, se confirma que el modelo ha aprendido a
localizar e identificar correctamente a los adultos mayores en
el conjunto de validacién. Se tiene precision en la ubicacién
y tamafio de las personas al tener valores de pérdida bajas y
estables (box_loss). Ademds, se mantiene una discriminacion
efectiva entre clases al presentar una tasa de error que converge
rapidamente hacia cero (cls_loss).

—e— results
smooth
boxloss cls loss dfl loss

0.85
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il
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Figura 9: Pérdidas de validacion (validation loss).

En la Figura 10, se observa la evolucién del desempefio del
modelo a lo largo del tiempo frente a datos desconocidos.

Reeall (1)

:

40 0 20 40 0 20 40 0 20 40
Epochs . Epochs . Epochs . Epochs

Figura 10: Métricas de desempeiio del modelo con los datos de
validacion.

En la Tabla 4 se resume el rendimiento del modelo, con
métricas de precision (precision, P), sensibilidad (recall, R) y
precision media promedio (mean average precision, mAP) cer-
canas a 1, lo que sugiere una alta confiabilidad en la deteccién
y clasificacién de las personas. Las pérdidas ABL y ACL con-
firman un entrenamiento robusto, con errores minimos en loca-
lizacién y clasificacion.

Tabla 4: Métricas de validacion.

P R mAP50 mAP50-95 ABL ACL

0976 0975  0.992 0.989 0.147 0.448

Nota: ABL = pérdida promedio de las cajas, ACL= pérdida promedio por clase.

A pesar de que las imdgenes negativas no contribuyen a las
métricas de las clases de interés, los falsos positivos en el back-
ground se reflejan en la matriz de confusién como predicciones
incorrectas del modelo, ver Figura 11.
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Figura 11: Matriz de confusién.

Las métricas presentadas en la Tabla 5 corresponden a los
resultados de las dos clases de interés.

Tabla 5: Métricas por clase.

Clase P R F1-Score
0 0.982 0.969 0.975
1 0.969 0.982 0.975

4.1.3. Prueba

Utilizando el conjunto de prueba se evalué el rendimiento
final del modelo. En la Tabla 6 se presentan los resultados ob-
tenidos y se observa la prevalencia en el desempeio.

Tabla 6: Métricas generales.

P R mAP50 mAP50-95

09841 09613 0.9788 0.9758

Asi mismo, la matriz de confusién (ver Figura 12) y las
métricas presentadas en la Tabla 7 muestran que el modelo al-
canza un rendimiento robusto y equilibrado, con errores meno-
res al 0.02 en ambas clases.

Matriz de confusion

6 1750
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-
1000

Prediccion

750

500

250
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Figura 12: Matriz de confusion.

Tabla 7: Métricas por clase.

Clase P R F1-Score
0 0.990 0.983 0.987
1 0.983 0.980 0.987

En la Figura 13, se muestran ejemplos de las predicciones
realizadas sobre imdgenes externas al conjunto de entrenamien-
to y validacion. Las imédgenes contienen: 1) la ubicacién de los
adultos mayores por medio de cuadros delimitadores, 2) las eti-
quetas para cada una de las clases y 3) la precisién del modelo
asociada a cada prediccién.

® Mujer [1] @® Hombre [0]

Figura 13: Ejemplos de predicciones generadas utilizando el
modelo especializado en el conjunto de prueba.

4.2.  Algoritmo de seguimiento

Con el objetivo de analizar el rendimiento del modelo en ta-
reas de seguimiento se llevaron a cabo evaluaciones utilizando
videos cortos (=15 s). Los resultados alcanzados por el algorit-
mo de estimacién de trayectorias cumplen con las expectativas
establecidas. En las Figuras 14 y 15 se muestran secuencias de
frames junto con una vista detallada de la trayectoria real de los
adultos mayores.
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Figura 14: Prueba 1 para estimacién de la trayectoria. Figura 16: Estimacion de la trayectoria (Prueba 1).
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En las Figuras 16 y 17, se presenta una comparativa entre la
trayectoria real y la estimada a través de los calculos realizados E°
por el algoritmo propuesto. ge J S
2 — ‘*1\.
o /_\ oo, ’/\“\/

Figura 18: Errores de distancia entre pares de frames consecu-
tivos.
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Los valores de error que se muestran en la Figura 18 deno-
tan una disminucién significativa conforme avanza la secuencia
de mediciones. Inicialmente, los errores son relativamente al-
tos (en la Prueba 1 inicia con 8.74 px y 3.46 px en la Prueba
2) debido a condiciones iniciales menos controladas. Sin em-
bargo, a partir del par de frames 3-4 se observa una tendencia
decreciente y una estabilizacidn progresiva de los valores, al-
canzando cifras minimas; por ejemplo 0.36 px en el frame 9-10
y 1.16 px en el frame 98-99. Esta evolucién sugiere que el al-
goritmo logra mejorar su desempeio conforme se ajusta a los
datos, mostrando asi una mayor precision en las etapas poste-
riores.

En la seccién 4.1, el modelo especializado alcanzé un des-
empefio general de 0.989 en mAP50-95. Esto se vio reflejado
en las Figuras 13, 14 y 15, donde se observé su comportamien-
to frente a dos condiciones: (a) adultos mayores sin compafiia y
(b) en compaiiia de jévenes, asi como en dos entornos: externos
e internos. Este resultado sirvié como base para la tarea de se-
guimiento (seccidn 4.2), en el que se analiz6 el margen de error
(con un maximo de 13 px en la Prueba 1 y 9 px en la Prueba 2)
entre la trayectoria real y la estimada por el algoritmo propuesto
para obtener el historial del recorrido del adulto mayor dentro
del campo de vision.

5. Discusion y conclusiones

En este trabajo, se utiliz6 un conjunto de datos enfocado en
personas de la tercera edad (AM2025) para aplicar la técnica
de transferencia de aprendizaje a un modelo preentrenado (YO-
LOvVS8s). Como resultado, el modelo especializado obtuvo un
mAP50-95 de 0.989, considerando la precisién en la ubicacién
y clasificacién en distintos niveles. Ademads, los resultados de
las Figuras 16 y 17 demuestran que el algoritmo implementado
para la estimacién de trayectorias es capaz de obtener un histo-
rial del recorrido del adulto mayor dentro del campo de vision.

En términos practicos, la aplicacién de un modelo especia-
lizado podria permitir la implementacién de un sistema no in-
trusivo para el seguimiento de personas de la tercera edad en
entornos cerrados (hogares o asilos), facilitando un monitoreo
personalizado.

Estos hallazgos estdn en linea con investigaciones previas
como las descritas en (Karkar et al., 2021), (Chen, 2022), (Chen
et al., 2022),(Lee et al., 2024) y (Mane et al., 2025) donde
los sistemas desarrollados se enfocan en personas de la terce-
ra edad. Sin embargo, las tecnologias utilizadas no permiten
distinguir con precision si se trata de una persona de la tercera
edad ni tampoco el género.

El algoritmo de estimacién de trayectorias basado en un
modelo especializado en adultos mayores demostré un funcio-
namiento adecuado en los casos analizados. La precision al-
canzada permite considerar su aplicacion en sistemas de mayor
complejidad, tales como plataformas robdticas con médulos de
vision artificial para tareas de asistencia personalizada.
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