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Tendencias en las arquitecturas de chatbots

Trends in chatbot architectures

Francisco Javier Miguel Garcia ®, Asdribal Lopez chau ®

Abstract:

Chatbots have evolved from simple laboratory programs to widely used tools across various sectors, including business, education,
and government. Today, there are multiple chatbot architectures, ranging from basic models to advanced systems based on deep
learning techniques. This article reviews 46 recent publications with the aim of identifying current trends in chatbot architectures
and applications. Based on this analysis, a general overview is provided to help understand the direction in which this technology is
evolving.
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Resumen:

Los chatbots evolucionaron de ser simples programas de laboratorio a convertirse en herramientas ampliamente utilizadas en diversos
sectores, incluyendo el empresarial, educativo y gubernamental. Hoy en dia, existen multiples arquitecturas de chatbots, que van desde
modelos basicos hasta sistemas avanzados basados en técnicas de aprendizaje profundo. En este articulo se revisaron 46 publicaciones
recientes con el objetivo de identificar las tendencias actuales en arquitecturas y aplicaciones de chatbots. A partir de este analisis, se
ofrece un panorama general que permite comprender la direccion en la que se esta desarrollando esta tecnologia.
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Introduccién este sistema reconocia palabras especificas o clave,
respondiendo como si fuera un psicologo. El creador de
este chat fue un profesor del Massachusetts Institute of
Technology de Berlin llamado Joseph Weizenbaum [1].
Pasaron muchos afios desde Eliza, para que los chatbots
pudieran ser usados en ambitos comerciales o
educativos.

Hoy en dia han surgido nuevas tecnologias como los
chatbots o bots conversacionales que han atraido la
atencion mundial. Los chatbots son un tipo de software
disefiado para aparentar la conversacion humana,
especialmente en Internet, aunque recientemente
también de dispositivos moviles. Otros nombres para los
chatbots son robot inteligente, agente interactivo,
asistente digital u objeto de conversacion artificial. Los
chatbots pueden simular las interacciones humanas,
atender y entretener a los usuarios. Estos agentes
interactivos son utiles en una plétora de aplicaciones
como comercio electronico, educacion, negocios y
recuperacion de informacion.

Los primeros chatbots surgieron en la década de los 60’s
por ejemplo el caso de “Eliza”, su desarroll6 sirvi6 como
un puente de comunicacion entre el hombre y la maquina,

Actualmente, los chatbots reducen de manera notable el
tiempo de espera de los clientes o usuarios en muchas
aplicaciones de diverso tipo, desde bancos, ventas,
reservaciones, hasta educativas. Los chatbots ayudan a
obtener respuestas rapidas a mensajes, ya sean de voz
o de texto.

Existen actualmente diversas arquitecturas que permiten
el funcionamiento de chatbots inteligentes (ver Figura 1),

2 Universidad Autéonoma del Estado de México | CU UAEM Zumpango| Zumpango-Estado de México| México, https://orcid.org/0009-

0007-0889-7800, Email: fmiguelg001 @alumno.uaecmex.mx

® Autor de Correspondencia, Universidad Autonoma del Estado de México | CU UAEM Zumpango| Zumpango-Estado de México| México,

https://orcid.org/0000-0001-5254-0939, Email: alchau@uaemex.mx

Fecha de recepcion: 12/08/2025, Fecha de aceptacion: 07/10/2025, Fecha de publicacion: 05/01/2026

DOI: https://doi.org/10.29057/est.v11i22.15673



https://orcid.org/0009-0007-0889-7800
https://orcid.org/0009-0007-0889-7800
mailto:fmiguelg001@alumno.uaemex.mx
https://orcid.org/0000-0001-5254-0939
mailto:alchau@uaemex.mx
https://doi.org/10.29057/est.v11i22.15673

Publicacion semestral, Boletin Cientifico INVESTIGIUM de la Escuela Superior de Tizayuca, Vol. 11, No. 22 (2026) 39-45

las cuales pueden variar segun la complejidad del
sistema, el tipo de interaccién y el dominio en el que se
apliquen. A continuacion, se describen las principales:

Arquitectura basada en reglas: Esta es la forma mas
simple de chatbot. Funciona siguiendo arboles de
decision predefinidos, donde cada respuesta depende de
reglas y patrones preestablecidos. Aunque es algo
eficiente en tareas simples, no tiene capacidad para
adaptarse a nuevas preguntas, ya que hay que
implementarlas manualmente, no tiene la capacidad de
aprender [5].

Arquitectura basada en recuperaciéon de informacion
(retrieval-based): En esta arquitectura de chatbot, se
selecciona una respuesta a una pregunta de un usuario
de entre varias respuestas almacenadas en una base de
datos. Para lograr lo anterior, se usan técnicas de
procesamiento de lenguaje natural (NLP) para analizar la
pregunta del usuario y determinar cudl respuesta
almacenada es la mas adecuada. Es mas flexible que los
chatbots basados en reglas, pero no genera nuevas
respuestas, solo selecciona entre opciones existentes
[16].

Arquitectura generativa (generative-based): Este tipo
de arquitectura de chatbot emplea redes neuronales
profundas, en particular Transformers. A diferencia de los
chatbots anteriormente mencionados, los generativos
pueden crear respuestas nuevas, lo que les permite
mantener conversaciones mas naturales, similar a un
humano. Los modelos GPT (Generative Pre-trained
Transformer) y BERT han sido fundamentales en este
enfoque [17]. Una desventaja de las arquitecturas de
chatbot generativas es que requieren una infraestructura
de hardware con mas poder computacional que las otras.

Arquitectura hibrida: Combina elementos de las
arquitecturas anteriores para aprovechar sus fortalezas.
Por ejemplo, puede utilizar un sistema de recuperacion
de informacion para preguntas frecuentes y, al mismo
tiempo, usar un modelo generativo para conversaciones
mas complejas o abiertas. Este enfoque busca lograr un
equilibrio entre el costo computacional y la precision,
eficiencia y adaptabilidad en la interaccion [16].

Ademas de las arquitecturas anteriores, es importante
tomar en cuenta otros elementos [18], como la
comprension del lenguaje natural (NLU) que consiste en
extraer significado e intencion de la informacion textual;
la gestion del didlogo (DM) que controla y actualiza el
contexto de una conversacién en un chatbot; y la sintesis
del lenguaje natural (NLG) que realiza la produccién de

texto en funcion de temas clave o especificos. Estos
componentes actllan como componentes necesarios pra
que los chatbots que se aproximen cada vez mas a la
conversacion humana real.
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Figura 1. Bosquejo de arquitecturas de chatbots
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Funcionamiento general de un chatbot

Un chatbot es un software que sigue reglas e
instrucciones precisas para realizar tareas de
comunicacion con humanos, esto con muy poca o incluso
nula intervencion humana. Un bot conversacional
moderno usa modelos de aprendizaje profundo [3] para
ayudar a que la conversacion que se tenga con el
humano sea de manera no robotizada.

Aplicaciones principales

Las aplicaciones de IA también son cada vez mas
frecuentes en diferentes sectores estratégicos. Por
ejemplo, en medicina y wearables, se propone un marco
que combina Metaverso, IA y blockchain [41] para la
gestion integral de enfermedades crénicas. Lo que
habilita la creacion de entornos virtuales personalizados
y seguros.

Otra de las areas en los que la IA y los chatbots estan
teniendo gran aceptacion es en educacion.
Particularmente en los sistemas de e-learning y e-
mentoring [42]. Esto debido a que pueden mejorar la
personalizacion del aprendizaje, facilitando la mentoria
virtual mediante IA.

En la industria financiera, se ha creado el corpus
FINCORP [43] especialmente disefiado para entrenar
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modelos de deteccion de quejas y su severidad en redes
sociales. Esto permite una respuesta inmediata a
problemas de clientes o usuarios.

Algunas otras aplicaciones de los chatbots son las
siguientes:

1. Atencion al cliente: Los chatbots son utilizados
para brindar atencion al cliente, ya sea para
contestar preguntas frecuentes y para explicacion
de procesos.

2. Asistencia en salud mental: Los chatbots brindan
ayuda en lugares poco accesibles o en situaciones
de emergencia. Esto brinda una disponibilidad de
los 7 dias las 24 horas. Esto es apreciado por
personas que quieren permanecer en el
anonimato y sentirse mas seguras al expresar su
sentir a una entidad que no los juzga. Los chatbots
pueden proporcionar un ambiente seguro y
anonimo para que los pacientes se sientan
coémodos compartiendo sus experiencias [4].

3. Comercio electronico (e-commerce): Otra
aplicacion muy utilizada es el area de comercio
electrénico, ya que ofrece respuestas
personalizadas sobre informacién que solicita el
cliente sobre los productos o servicios.

4. Entretenimiento y ocio: Los chatbots son utilizados
en la parte de entretenimiento ya sea para: Letras
de canciones, chistes, guiones, recetas o
generacion de dialogos.

5. . Educacion y formacién: En el ambito educativo
es una poderosa herramienta. Brinda informacién
de manera rapida y da explicaciones claras. Sin
embargo, si se usa de manera incorrecta puede
dar lugar a problemas académicos, de
aprendizaje, éticos y hasta legales.

Tendencias y Arquitecturas principales de chatbots
en la literatura

A continuacion, se muestran las principales arquitecturas
actuales de los chatbots.

1. Basadas en reglas (Rule-Based)

Como se menciond anteriormente, los chatbots con esta
arquitectura son muy simples, usan reglas predefinidas
para responder a preguntas. Cada regla especifica una
accion y una reaccion [5].

2. Basadas en aprendizaje automatico (Machine
Learning-Based)

Los bots conversacionales basados en Machine Learning
usan modelos predictivos como redes neuronales para
elegir respuestas de una base de datos. Este tipo de
modelos son ajustados mediante conjuntos de datos de
conversaciones de otros chats [6].

3. Basadas en procesamiento de lenguaje natural
(NLP-Based)

NLP es una rama de la |A que brinda a las computadoras
la capacidad de entender el lenguaje humano. Para esto,
combina la linguistica computacional, que esta basada en
las reglas de lenguaje humano, con modelos estadisticos,
de aprendizaje automatico y aprendizaje profundo [7]. Los
chatbots basados en este tipo de arquitectura son
capaces de comprender el contexto de las
conversaciones.

4. Generativas, basadas en redes neuronales (Deep
Learning-Based)

Los chatbots basados en este tipo de arquitectura son
capaces de entender el contexto de las conversaciones,
recordar temas hablados anteriormente y mantener una
conversacion a un nivel similar a un humano. Ademas,
son capaces de generar nuevas respuestas [8].

Las arquitecturas generativas pueden crear contenido
como: Texto, Imagenes, Musica, Audio y Video. Todo
esto gracias a modelos robustos que pueden realizar
multiples tareas y atender peticiones que solicite el
usuario para todos estos ambitos ya mencionados [11].

5. Hibridas (Hybrid Architectures)

Existen dos tipos de inteligencia artificial, la simbdlica y la
no simbdlica. La simbdlica se refiere a aquella que
emplee uso de simbolos como representacion del
conocimiento humano, y la no simbdlica que se alimenta
de informacioén sin tratamiento alguno. Dicho lo anterior la
IA Hibrida es aquella que incluye estos dos tipos lo que
permite una mejor respuesta siempre y cuando tenga
supervision de un humano [9].

6. Basadas en memoria (Memory Networks)

Son un tipo especial de red neuronal con capacidades de
memoria extendida a corto y largo plazo, arquitecturas
comunes incluyen Redes neuronales recurrentes (RNN),
memoria de corto y largo plazo (LSTM), y unidad
recurrente con compuertas (GRU). Permite dar
respuestas basadas en hechos similares [10].
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7. Basadas en informacion

(Retrieval-Based)

recuperacion de

La generaciéon mejorada por recuperacion (RAG) es una
técnica que combina busqueda de informacidncon
generacion de texto. Mediante esta combinacion un
modelo grande de lenguaje (LLM) pueda responder con
informacion actualizada, precisa y basada en datos
externos, sin necesidad de haberla aprendido en su
entrenamiento. Este enfoque permite usar informacion
nueva, por ejemplo, informacion propia almacenada en
documentos o bases de datos, con LLMs que no conocen
esa informacion [12].

8. Orientado a tareas (Task-Oriented Chatbots)

Son desarrolladas para principalmente atender al usuario
en dos tipos de tareas:

- Resolucion de procesos/tareas

- Mantener conversaciones
Ambas tareas tienen el propdsito de solucionar y atraer al
usuario ayudandolo desde una simple consulta hasta un
proceso complejo [13].

9. Contextuales (Context-Aware Chatbots)

Los chatbots contextuales son capaces de comprender el
contexto de una conversacion dando respuestas mas
precisas y relevantes gracias a que utilizan ML para
analizar y comprender el contexto de la conversacion y
asi permitir que los factores de las preferencias del
usuario sean tomadas en cuenta al responder y dar asi
una conversacion coherente con respuestas relevantes
[14].

Las arquitecturas mas poderosas actualmente son las
basadas en modelos de aprendizaje profundo. En la
siguiente seccion, se describe la metodologia empleada
para obtener los articulos recientes sobre chatbots.

Metodologia

Para realizar una investigacion sobre las principales
arquitecturas de chatbots inteligentes, se defini6 como
objetivo general analizar y explicar las arquitecturas mas
relevantes utilizadas en su desarrollo, identificando sus
ventajas, limitaciones y aplicaciones practicas. En primer
lugar, se llevd a cabo una revisiéon bibliografica que
incluye articulos académicos disponibles en IEEEXplore.
La consulta se estructurd de la siguiente manera:

Consulta: ("chatbot" OR "conversational agent" OR
"virtual assistant") AND ("architecture" OR "framework")
AND ("Content Type":Journal)

Filters Applied: 2023 - 2025

Se eliminaron manualmente los articulos que no tenian
relacion con el objetivo general de esta investigacion,
Después, se eligieron articulos que fueron citados al
menos una vez, hasta el 6 de febrero de 2025. Se
analizaron los titulos de los articulos usando una nube de
palabras. Se aplicé el mismo analisis a los resumenes. Se
leyeron los articulos, identificando las principales
arquitecturas y sus caracteristicas.

Resultados

El total de documentos que regresd la busqueda
explicada anteriormente fue de 81, sin embargo, después
de filtrar manualmente los documentos, la cantidad total
de articulos encontrados y que cumplen con todos los
criterios fue de 46.

La Figura 2 muestra la nube de palabras construida a
partir de los titulos de los articulos seleccionados,
mientras que la Figura 3 la nube de palabras para los
resumenes.

Figura 1. Nube de palabras con los titulos de los articulos.
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Los LLMs han transformado el desarrollo de chatbots,
permitiendo capacidades avanzadas de comprension y
generacion de lenguaje natural. Su rapida evolucion fue
debida a avances en arquitecturas basadas en

42



Publicacion semestral, Boletin Cientifico INVESTIGIUM de la Escuela Superior de Tizayuca, Vol. 11, No. 22 (2026) 39-45

Transformers, y métodos de entrenamiento a gran escala
con datos masivos. La arquitectura Generative Pre-
trained Transformer (GPT) es hasta ahora la arquitectura
mas influyente de los LLMs [21]. GPT enfrenta varias,
limitaciones como la tendencia a generar respuestas
incorrectas, la dependencia del disefio de los prompts y
la falta de un razonamiento estructurado. Para abordar
estos problemas, se estan explorando soluciones como
el aprendizaje por refuerzo con retroalimentacion humana
y la integracion con sistemas externos de verificacion de
hechos [21]. Otras de las desventajas actuales son los
elevados costos computacionales, la dificultad para
controlar sesgos y la interpretacion de sus decisiones
[20]. En el terreno del conocimiento humano, se esta
debatiendo el papel de los GPT en la distribucion del
conocimiento, con implicaciones sobre autoria y
veracidad [44].

A continuacioén, se resumen las arquitecturas revisadas.

Aunque con la capacidad actual de razonamiento de los
LLM, como GPT5 o LLaMA tienen capacidades
asombrosas nunca antes vistas en sistemas de computo,
se busca mejorar todavia mas su alcance. Por ejemplo,
DiaProlog [39] (Dialogue Prolog) es un lenguaje disefiado
para integrar la logica de Prolog en los sistemas de
dialogo. Esto permite no solamente generar texto, sino
razonar sobre hechos, basandose en reglas. El problema
de las reglas es que son facilmente escalables. Debido a
esto, se estan explorando técnicas de aprendizaje por
refuerzo y adversarial [40] (con redes generativas
adversarias), que generen respuestas con un equilibrio
entre coherencia, diversidad y naturalidad.

La IA explicable (XAl-eXplainable Al) es otra tendencia
relevante en el area de los chats conversacionales. En
muchas aplicaciones, se requiere de una transparencia
en las decisiones algoritmicas, por ejemplo, en las
decisiones para beneficios sociales. Aqui es necesaria la
transparencia para la aceptacion de las soluciones
automatizadas [45]. Un analisis comparativo entre los
GPT y modelos mas simples como los basados en reglas
permite evaluar su aplicabilidad en escenarios donde la
precision, trazabilidad y control son prioritarios [46].

La evolucion de los modelos para comprender el lenguaje
hablado es una prioridad en el desarrollo de interfaces
mas naturales. Una propuesta reciente [32] que se basa
en un marco de fusién selectiva ha mejorado
sustancialmente la deteccion de intenciones y la
extraccion de entidades. Este enfoque de identificar
intensiones 'y entidades permite generar una
representacion mas precisa del contexto conversacional.

La proteccion de la privacidad en entornos de escucha
constante, como bocinas inteligentes y sistemas loT
(Internet of Things) ha motivado soluciones como UniAP
[35]. Este propone proteger las sefiales de micréfonos de
dispositivos sin comprometer su funcionalidad [36].
Debido a que actualmente, los bots conversaciones ya no
son exclusivamente para texto, sino también para voz, las
propuestas para integrar seguridad son esenciales.

Debido a que se han detectado vulnerabilidades en
sistemas de acceso por voz, algunos investigadores han
propuesto marcos de refuerzo para mejorar la seguridad
en entornos domésticos inteligentes. Ejemplo de esto es
el uso de Conformes para reconocimiento biométrico de
la voz, que ha permitido el desarrollo de sistemas para la
deteccion de ataques por suplantacion de voz en
dispositivos inteligentes [33] [34], esto es especialmente
importantes en sistemas conversacionales de loT, donde
la verificacion de oradores no habia sido necesaria
anteriormente, pero con los avances de la IA generativa
se ha convertido en una vulnerabilidad latente.

El uso de sefiales RF (radiofrecuencia) en combinacion
con biometria vocal, mostrado en [50], también
representa una frontera emergente en interfaces sin
contacto, particularmente relevante en entornos
sanitarios o industriales.

Los modelos como EP-GAN [37], que son redes
generativas adversarias aplicadas a PLN, estan siendo
estudiados para su aplicaciéon en chatbots sociales. Este
tipo de bots conversacionales, son disefiados para
generar respuestas originales, pero que tengan la
caracteristica de ser empaticas con el usuario. Se supone
que esto mejora significativamente la calidad de la
interaccion humano-maquina. Otro modelo, el PoPe-DG
(Politeness-Personalized Dialogue Generator) tiene una
idea similar, pero se centra en la cortesia y la
personalizacion. En contraparte, modelos como T5 (Text-
to-Text Transfer Transformer) [47] [48] son usados para
generar respuestas "con doble sentido", o alguna
intension oculta. Esto puede tener aplicacion en
escenarios donde las respuestas inteligentes, pero con
intensidn oculta, o politicamente incorrectas no son mal
vistas, como redes sociales. Los chatbots sociales son lo
opuesto a los chatbots sarcasticos.

Conclusiones

La revisidon de los articulos revela que las arquitecturas
modernas en redes y chatbots estan evolucionando hacia
sistemas méas auténomos, inteligentes y seguros. En
redes, el enfoque Intent Based Networking permite
gestionar infraestructuras basandose en intenciones
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expresadas, aunque aun enfrenta desafios en

interpretacion y adaptabilidad.

En inteligencia artificial conversacional, los LLM y en
especifico los GPT, han transformado la generacion y
comprension del lenguaje. Esto ha aumentado las areas
de aplicaciones, sin embargo, también han mostrado
limitaciones en costos y control de sesgos, asi como
veracidad en sus respuestas.

La IA estd llegando a sectores estratégicos como la
medicina, educacion y finanzas, impulsando Ila
personalizacion y eficiencia. La necesidad de
transparencia y escalabilidad en la IA cobra relevancia en
la Industria 5.0, junto con el desarrollo de interfaces
innovadoras que combinan biometria vocal y sefales de
radiofrecuencia, especialmente en el contexto post-
pandemia.

Como trabajos futuros, se tiene planeado buscar o
solicitar los cédigos fuentes a los autores, y realizar
pruebas en equipo de computo en la nube, como Google
Colab.
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